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1. We identify the problem of activation functions in long-tailed
instance segmentation for the first time, via extensive experi-
ments.

~

We propose a new loss, i.e., Gumbel Optimized Loss (GOL),
for long-tailed instance segmentation.

“

GOL surpasses the state-of-the-art in LVIS benchmark, by
1.1% AP.
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Let obj be object occurrence and u the location in the
normalized grid.  The long-tailed object distribution has
low expected values for both frequent and rare objects.
This is due to class and location imbalance problem.
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Sigmoid/Softmax activation functions cannot effectively model long-
tailed object distribution due to imbalance problem. Gumbel acti-
vation function is a better choice for modeling the extreme values of
long-tailed object distribution.

We develop Gumbel activation 1, as:

7y(¢:) = exp(— exp(—a:)) (1)

The loss using Gumbel Cross Entropy is:
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The gradient of Eq. 2 is:
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Instance segmentation models, like Mask-RCNN (MRCNN), do not
detect rare category objects having low average precision (AP") in
long-tailed benchmarks like LVIS. They use Sigmoid activation that
is not suitable for this task, in contrast our proposed method aligns
better with the imbalanced distribution.
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(i) Gumbel has better performance than Softmax on MaskRCNN
with ResNet-50, ResNet101, ResNeXt-101, Cascade-MaskRCNN
with ResNet101 and Hybrid-Task-Cascade with ResNet101 using
LVIS dataset. (i) Gumbel activation boosts the performance of
many SOTA models like Federated loss, EQL and DropLoss.

Softmax GOL

Using Gumbel activation, we develop GOL:
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where w?" are class specific weights proposed by DropLoss.

Method | AP AP AP AP/ AP

RFS[] | 237 133 230 290 24.7

Seesaw[2] | 264 195 261 207 27.6

LOCE[3| | 26.6 185 262 30.7 274

: GOL (ours) | 27.7 214 27.7 304 275
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